
C reating art with Raspberry Pi is one of our 
favourite things to see, which is why we 
have been excited about this project during 

an email exchange with its creator, Hillary Leone.
“Synch.Live is a joyful, participatory community 

art experience and cutting-edge brain science 
experiment, designed to spark emergent behaviour 
and fortify human connection,” Hillary tells us. 
“Here’s how it works. A group of players wear 
erzohu#kdwv#htxlsshg#zlwk#udqgrpo|#ľdvklqj#
LEDs. Their challenge is to synchronise the LEDs 
on all of the hats without talking or touching. A 
tracking system mounted above tracks collective 
movement and calculates the level of group 
fr0ruglqdwlrq#lq#uhdo#wlph1#Li#wkh#jurxs#fdq#Ľjxuh#
out how to move together in a coherent, emergent 
fashion, the LEDs will synchronise.”

Hillary explains that emergence can mean 
many things: “capturing the creation of galaxies, 
intelligent behaviour in ant colonies, economics, 
ecosystems, and conscious brains.” The use of it in 
this context is brand new.

Combining art and brain science with 
Raspberry Pi? It’s not as strange as you 
think. Rob Zwetsloot ponders it

Synch.Live

  The system needed to 
run the emergence 
criterion in real-time 
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A New York-based 
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intersection of art, 
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and social impact.
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How does one go about creating such a system? 
“Functionally, the system needed to extract 
position and movement information, feed it into 
the emergence algorithm, and then create a visual 
feedback loop to signal how close the participants 
were to the goal of the game,” Hillary explains. 
“The system needed to run the emergence 
criterion in real-time and provide feedback to the 
player hats. The hats needed to be able to ‘blink’ 
lq#shuihfw#v|qf/#olnh#Ľuhľlhv#gr#lq#qdwxuh1#Wkh|#
qhhghg#wr#eh#vdih#dqg#frpiruwdeoh>#ľh{leoh#wr#doorz#

for complex patterns and artistic expression; and 
precise and reliable in order for the results of the 
vflhqwlĽf#sduw#ri#V|qfk1Olyh#wr#eh#ydolg1Ĥ

Building the system wasn’t so easy, and the 
team also wanted to make the code easy to use 
as well. “We wanted to build a system that was 
easy for other artists, scientists, and enthusiasts 
to replicate and play with,” Hillary says. 
“Scalability was also an important requirement: 
while we are currently running small pilots 
with only a few players (ten), we envision a 
future for Synch.Live where dozens of players 
meet up to create large mesmerising displays of 
emergent co-ordination.

Construction of the hat system

  The tracking 
system uses an HQ 
Camera and hangs 
from the ceiling
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All the components 
are stored in and 
around the hat

The whole thing is 
powered by a single 
mobile battery

The lights are used by the 
people in the experiment to 
know if they’re co-operating

“With those requirements in mind, we designed 
the software to be highly modular and extensible. 
Precise clock synchronisation and scalable 
deployment were tough nuts to crack; we solved 
them with RTC modules and Ansible. We have been 
lucky to have a network of very supportive friends 
and collaborators, including professional software 
engineers and computer vision researchers, who 
have helped us make this project a reality. The 
project has been developed fully open-source, 
and our in-house software engineer Madalina has 
thoroughly documented the build process in her 
blog (mis.pm/projects).”

Scientific fun
If you’re like us, this all sounds very fascinating, 
and also a fun experience to participate in.

“People are incredibly excited about the 
work and its potential applications,” Hillary 
mentions. “As one attendee wrote after one of 
our presentations: ‘The vision is powerful, the 
implications and potential are clearly articulated 
and beautifully expressed, and the need for this 
zrun#lv#ghhs#dqg#vljqlĽfdqw1ġĤ

The project is currently undergoing further 
uhĽqhphqwv#dv#slorwv#duh#uxq#wr#whvw#wkh#v|vwhp/#
and Synch.Live will show up on 18-19 June at 
Imperial College London.

“Once we have the data to demonstrate 
collective emergence, we want to scale-up the 
group size, design the wearable, develop new 
scenarios and rules sets, and explore applications 
vxfk#dv#frqľlfw#uhvroxwlrq#dqg#whdp#exloglqj1Ĥ#
Kloodu|#Ľqlvkhv/#ģXowlpdwho|/#zh#zdqw#wr#pdnh#wkh#
experience of Synch.Live available to communities 
durxqg#wkh#zruog/#dqg#pdnh#d#Ľop#wkdw#fhoheudwhv#
our collective humanity.”  

>    Synch.Live began 
as a thought 
experiment about 
future language

>    'MVHW�ǼSGOMRK�
together, without 
a leader or plan, 
is emergence

>    The tracking 
system uses a 
Raspberry Pi 4 
and camera...

>    …while the hats 
use Raspberry Pi 
Zero W and an 
RTC add-on

>    Conversations 
about the project 
started in 2020

Quick FACTS

Here’s how the experiment looks in action
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